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1 Introduction

The publication of the Stern Review of the Economics of Climate Change (Stern 2006) has provided impetus to eco-

nomics analysis of climate change. Much progress has been achieved in climate change studies over the last decade.

A large literature has appeared, bringing new insights to the field of climate change research. Some of the pressing

economic issues are discussed in Heal (2009) and Haurie et al. (2012), among others.

Issues of climate change are broad and can be analyzed from multiple perspectives. In this paper we adopt a

dynamic game approach, because there are strategic considerations that extend into the far future. Hopefully the model

will contribute to formulation of climate policy. We focus on international aspect of the exploitation of fossil fuels under

the threat of global warming, where carbon taxes are used as policy instruments for mitigating its adverse effects.

We study a dynamic game involving a fossil-fuel exporting cartel and a coalition of fuel importing countries that

impose carbon taxes. The fossil fuel is non-renewable resource, and its consumption leads to stock externality in the

form of carbon dioxide concentration which is largely responsible for global warming. We will focus on the case where

the importing countries form a coalition and agree on their carbon policies. We show that there exists a unique Nash

equilibrium in a game by exporting and importing countries, where they use feedback strategies to set fuel price and

carbon tax. Further we compare the Nash outcome with the Stackelberg equilibria in which Stackelberg leadership

rests with either exporting or importing countries.

Our model borrows some features from Wirl (1995) and Fujiwara and Long (2011). The main differences are

that Wirl (1995) derives a Nash equilibrium but does not deal with the Stackelberg leader-follower relationship and

Fujiwara and Long (2011) do not consider the externalities of fossil fuel consumption.

After deriving the solutions, we compare welfare levels of participants under Nash equilibrium with the efficient

outcome, which is a benchmark scenario where a single world social planner maximizes world welfare. Furthermore,

we take two Stackelberg leadership scenarios, one where the importing coalition is the leader and the other with

the leadership by exporters. After showing analytical results, we provide numerical comparisons among alternative

regimes under a range of possible parameter values.

The paper is organized as follows. Section 2 presents the basic model. In section 3 a benchmark scenario is

analyzed by assuming the existence of a world social planer. In section 4 we consider the optimal behavior of the oil

cartel facing to an arbitrary carbon-tax rule set by oil importing countries and, in turn, in section 5 the behavior of

oil importing countries against an arbitrary price-setting rule of the oil cartel. Section 6 derives the feedback Nash

equilibrium. Section 7 compares the Nash equilibrium with the outcome under the social planner, both in terms of

welfare and in terms of speed of accumulation of the pollution stock. Section 8 and 9 derive the global Stackelberg

equilibrium in linear strategies of the importing and exporting countries as leader, respectively. After pinning down the

analytical conditions to solve, numerical examples are presented to shed light on the comparison of welfare under four

different regimes.

2 Model

There are three countries, denoted by 1,2, and 3. Countries 1 and 2 import fossil fuels from country 3. The consumption

of fossil fuels generatesCO2 emissions, which contributes to greenhouse gas concentration, causing climate change
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damages. We assume that climate change damages to country 3 are negligible.

For simplicity, assume that country 3 consists ofN identical oil producers. (In what follows, “oil” stands for “fossil

fuels”.) Each producer takes the price path of oil as beyond its control. Its sole objective is to maximize the present

value of its stream of revenue. Extraction is assumed to be costless. Each producerj is endowed at timet = 0 with a

deposit of sizeRj0. LetR0 =
∑N

j=1Rj0. Let q(t) ≥ 0 denote their aggregate extraction at timet. Let Y (t) denote

their cumulative extraction. Then

Ẏ (t) = q(t), Y (0) = Y0

It is required that total cumulative extraction from time zero to timet cannot exceed the available stock at time zero,

R0 :

Y (t)− Y0 ≤ R0 for all t ≥ 0.

The importing countryi (wherei = 1, 2) consists ofMi identical consumers. LetM =M1 +M2. Each consumer

k has a utility functionU(ck, xk, gk) whereck is the consumption of oil,xk is the consumption of a numeraire good,

andgk is the damage caused by global warming. Assume thatU(ck, xk, gk) is of the form

U(ck, xk) = Ack − 1

2
c2k + xk − gk ≡ u(ck) + xk − gk

whereu′(ck) = A− ck is the consumer’s marginal utility of oil consumption.

For simplicity, assume that the damage is quadratic in cumulative extraction:

gk(t) =
γ

2
Y (t)2, γ ≥ 0.

Note that this view (relating damages to cumulative extraction, rather than GHG concentration level) is based on the

scientific work of Allen et al. (2009).

At each point in time, each consumer is endowed withx units of the numeraire good. It is assumed thatx is

sufficiently large, so that the consumers after paying for the oil they purchase still have some positive amount of the

numeraire good to consume.

3 A benchmark scenario: world social planner

As a benchmark, suppose there is a world social planner who wants to maximize the welfare of all consumers and

producers. The planner treats all consumers identically. Then, if the aggregate oil extraction att is q(t), the planner

would let each individual consumec(t) = q(t)/M units of oil. Each individual is asked to payp(t) for each unit of oil

consumed. The revenue to the producers is thenp(t)q(t). The utility at timet of the representative consumerk is then

U(t) = A
q(t)

M
− 1

2

(
q(t)

M

)2

+

[
x− p(t)

q(t)

M

]
− γ

2
Y (t)2
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and therevenue of the collection of producers isΠ(t) = p(t)q(t). The world’s welfare is the weighted sum of producers

welfare and consumers’ welfare, whereω is the weight given to producers

W =

∫ ∞

0

e−rt [ωΠ(t) +MU(t)] dt. (1)

The rate of discountr > 0 is exogenously given.

Considering the standard case whereω = 1, i.e., consumers and producers receive the same weight, the social

welfare function (1) reduces to

W =

∫ ∞

0

e−rt

[
Aq(t)− 1

2M
q(t)2 +Mx− Mγ

2
Y (t)2

]
dt. (2)

The socialplanner choosesq(t) to maximize (2) subject to

Ẏ = q, (3)

givenY (0) = Y0, lim
t→∞

[Y (t)− Y0] ≤ R0. (4)

Before solving this problem, consider some extreme cases that will provide us some useful intuition.

First, the case whereγ = 0 (i.e. no climate change damages). Then the problem (2) reduces to a standard resource-

extraction problem with a quadratic utility function. The marginal benefit of extractingq is

A− 1

M
q.

In this case, it is optimal to exhaust the resource at some finite timeT . The extraction rateq(t) will fall over time, with

q(T ) = 0. At time T , the price of the resource reaches its “choke price” levelA, and extraction stops.

Second, consider the case whereγ andY0 are so large that at time zero the present value of the stream of marginal

damage cost of adding to the cumulative extraction,γMY0

r , is greater than the marginal utility of consuming oil,A.

Then clearly it is optimal not to extract the resource, i.e.q∗(t) = 0 for all t ≥ 0.

Armed with the above intuition, we now consider the case where 0 < γMY0/r < A. 

It is easy to see that in this case, the following result holds:
Proposition 0 : Assume that 0 < γMY0/r < A. Define Y∞ by

MγY∞
r

= A. (5)

Then,

(i) it is optimal to extract the resource during some time interval, and

(ii-a) if (Y0 + R0) ≥ Y∞, then exhaustion will not take place, and the remaining resource stockR(t) will asymp-

totically approach a critical levelRL defined by

Y0 +RL = Y∞

4



In this case the steady state pollution isY∞ . If Y0 = 0, the social welfare is given by eq(6)

α =
M

2r

(
(A+ β)2 + 2x

)
=
M

2r

(
A+

AµM

(r −Mµ)

)2

+
Mx

r
(6)

where

µ =
r −

√
r2 + 4γM2

2M
< 0.

(ii-b) if Y0 + R0 < Y∞ then extraction should proceed until the remaining resource stock falls to zero (in finite

time).

(See Appendix 1 for a proof).

In what follows, we focus on the case where

Y0 +R0 >
rA

γM

Then, as shown in the Appendix, the social planner will not exhaust the stock of the resource. The optimal extraction

path is positive, withq(t) approaching zero asymptotically, ast→ ∞. The optimal consumer price for oil is, as shown

in the appendix,

pc(t) = A− c(t) = A− q(t)

M
= A−

( rA
γM − Y0)γM

(r − λ1)
eλ1t (7)

where

λ1 =
1

2

(
r −

√
r2 + 4γM2

)
< 0.

REMARK 1: In case (i), the resource will never be exhausted. Therefore its scarcity value is zero. This implies

that the producer price is zero, while the consumer price isA − (q/M). The difference between the consumer price

and the producer price is the carbon tax. We see that the carbon tax rises over time.

REMARK 2: It is easy to introduce a constant extraction costb, whereA > b > 0. In this case, we can define

Ã = A − b. Then the eqs (5), (6), and (7) apply, with̃A replacingA. The carbon tax per unit is thenpc − b. The ad

valorem carbon tax isτ where(1 + τ)b = pc − b.

4 Behaviour of the oil cartel facing an arbitrary carbon-tax rule by oil im-

porting countries

In this section, we assume that the coalition of importing countries set a carbon tax rateθ(t) per barrel of oil at timet.

Assumeθ(t) is linked toY (t) by the following rule

θ = σ + ηY
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whereσ ≥ 0 andη > 0 are some constants. Assumeσ < A. Then the taxθ will approach valueA whenY approaches

the valueY defined by

Y =
A− σ

η
. (8)

WhenY reaches this level, the carbon tax is so high that even if the producer pricep is zero, the consumer will not buy

oil.

The cartel of oil producers takes the linear Markovian tax ruleθ = σ + ηY as given.It knows that if it charges a

pricep(t) ≥ 0 per barrel at timet, the representative consumer will demand the quantityc(t) such that

u′(c) = p(t) + θ(t) = p(t) + σ + ηY (t)

i.e

A− c(t) = p(t) + σ + ηY (t)

i.e. the demand function from each consumer is

c(t) = A− p(t)− σ − ηY (t) .

Since there areM consumers, the market demand is

q(t) =Mc(t) =M (A− p(t)− σ − ηY (t)) ≡ q(p, Y ).

Since extraction cost is zero, the profit of the cartel at timet is

π(t) = p(t)q(t) =M (A− p(t)− σ − ηY (t)) p(t).

The cartel seeks to maximize ∫ ∞

0

e−rt {M (A− p(t)− σ − ηY (t)) p(t)} dt

subject to

Ẏ (t) =M (A− p(t)− σ − ηY (t)) (9)

Y (0) = Y0, Y (t)− Y (0) ≤ R0 for all t.

Let us solve the cartel’s optimal extraction path, and show how it depends on the tax parametersσ andη.

To proceed with the analysis, we make the following assumption

Assumption C:

R0 > Y − Y0 =
A− σ

η
− Y0.

This assumption implies that the cartel will never exhaust the stock of oil.

To solve the cartel’s optimization problem, we use the Hamilton-Jacobi-Belman (HJB) equation. LetVX(Y ) be the
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value function of the cartel of oil exporters. Its HJB equation is

rVX(Y ) = max
p

{M (A− p− σ − ηY ) p+ V ′
X(Y )M (A− p− σ − ηY )} . (10)

Maximizing the right-hand side (RHS) of the HJB equation with respect top yields the FOC

−2p+A− σ − ηY − V ′
X(Y ) = 0.

Therefore the cartel’s producer price rule satisfies

p =
1

2
(A− σ − ηY − V ′

X(Y )) ≡ p(Y ). (11)

Then the RHS of the HJB equation can be written as

M [p(Y ) + V ′
X(Y )] (A− σ − p(Y )− ηY )

= M (A− σ − p(Y )− ηY )
2

=
M

4
[A− σ − ηY + V ′

X ]
2
. (12)

Let us conjecture that the value function is quadratic:

VX(Y ) = αX + βXY +
1

2
µXY

2

whereαX ,βX andµX are to be determined. Then

V ′
X(Y ) = βX + µXY (13)

and eq. (10) becomes

r

(
αX + βXY +

1

2
µXY

2

)
=
M

4
[A− σ − ηY + βX + µXY ]

2 (14)

i.e.

4r

M

(
αX + βXY +

1

2
µXY

2

)
= [(A− σ + βX) + (µX − η)Y ]

2

= (A− σ + βX)2 + 2(A− σ + βX)(µX − η)Y + (µX − η)2Y 2.

This equation must hold for all feasible values ofY . Therefore the coefficient of theY 2 term on the left-hand side

must equal the coefficient of theY 2 term on the right-hand side:

2rµX

M
= (µX − η)2. (15)
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Similarly, the coefficient of theY term on the left-hand side must equal the coefficient of theY term on the right-hand

side:
4rβX
M

= 2(A− σ + βX)(µX − η) (16)

and, likewise for the constant term:
4rαX

M
= (A− σ + βX)2. (17)

The three equations (15), (16), and (17) determine the three coefficientsαX , βX , µX of the quadratic value function

VX(Y ). We first determineµX from (15):

2rµX

M
= µ2

X + η2 − 2ηµX

i.e.

µ2
X − 2(η +

r

M
)µX + η2 = 0.

This quadratic equation inµX has two positive real roots,µX1 andµX2 whereµX1 > µX2 > 0,

µX1 =
1

2

(
2(η +

r

M
) +

√
22(η +

r

M
)2 − 4η2

)
= η +

r

M
+

√( r

M

)2
+

2

M
ηr

and

µX2 =
1

2

(
2(η +

r

M
)−

√
22(η +

r

M
)2 − 4η2

)
= η +

r

M
−
√( r

M

)2
+

2

M
ηr.

Which root should we select? As usual, we should choose the root such that the differential equation forY has a

solution that converges to a steady state. The differential equation is, from eqs (9), (11) and (13)

Ẏ = M (A− p− σ − ηY ) (18)

= M(A− 1

2
(A− σ − ηY − V ′

X(Y ))− σ − ηY )

=
M

2
(A− σ + βX − (η − µX)Y ). (19)

This equation gives a converging solution to a steady state if and only if (η − µX) > 0. This requires that the smaller

rootµX2 be chosen.

Therefore

µ∗
X = µX2 = η +

r

M
−
√( r

M

)2
+

2

M
ηr. (20)

Notice that

η − µ∗
X =

[√( r

M

)2
+

2

M
ηr

]
− r

M
> 0.

Having solved forµX , we now turn to eq. (16) to solve forβX

4rβX
M

= 2(A− σ + βX)(µ∗
X − η).
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Then

βX

[
4r

M
+ 2(η − µ∗

X)

]
= 2(A− σ)(µ∗

X − η) < 0.

Thus

β∗
X = −

[
(A− σ)(η − µ∗

X)

(η − µ∗
X) + 2r

M

]
< 0

sinceη − µ∗
X > 0. And thus

A− σ + β∗
X = (A− σ)

[
1 +

(µ∗
X − η)

2r
M + (η − µ∗

X)

]
= (A− σ)

[ 2r
M

2r
M + (η − µ∗

X)

]
> 0. (21)

Finally, from (17)

we obtain

α∗
X =

M

4r
(A− σ + β∗

X)2 > 0.

Substituting(21) into (19) we get

Ẏ =
M

2

{
(A− σ)

[ 4r
M

4r
M + 2(η − µ∗

X)

]
− (η − µ∗

X)Y

}
.

This equation has a stable steady stateŶ defined by

Ŷ =
(A− σ)

[
4r
M

4r
M +2(η−µ∗

X)

]
(η − µ∗

X)

= (A− σ)

[ 4r
M

4r
M (η − µ∗

X) + 2(η − µ∗
X)2

]
.

Now we use (15) to simplifŷY

Ŷ = (A− σ)

[
4r
M

4r
M (η − µ∗

X) +
4rµ∗

X

M

]
=
A− σ

η
.

Thus

Ŷ = Y .

The following Proposition summarizes the result of this sub-section.

Proposition 1: When the oil cartel faces a carbon tax rule of the form θ = σ + ηY , where σ < A, and η > 0, its 
optimal response is to set the producer price according to the rule

p =
1

2
[(A− σ − β∗

X)− (η + µ∗
X)Y ] for all Y ≤ Y

where

µ∗
X = η +

r

M
−
√( r

M

)2
+

2

M
ηr > 0
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and

β∗
X = −

[
(A− σ)(η − µ∗

X)

(η − µ∗
X) + 2r

M

]
< 0

with η + µ∗
X > 0 andA − σ − β∗

X > 0. Thus the producer’s price will fall over time, and the quantity demanded,q,

will also fall over time. AsY approachesY = (A−σ)/η, the producer’s price approaches zero, while the consumer’s

price,p+ θ, approachesA.

Proof: It remains to show thaṫq(t) < 0. Now

q = M(A− σ − p− ηY )

= M(A− σ)−M(p+ ηY ).

So

q̇ = −M(ṗ+ ηẎ )

= −M
[
−1

2
(η + µ∗

X) + η

]
Ẏ

=
1

2
M [µ∗

X − η] Ẏ

=
1

2
M

[
r

M
−
√( r

M

)2
+

2

M
ηr

]
Ẏ < 0.

5 Behavior of oil importing countries facing an arbitrary price-setting rule

of the oil cartel

Now suppose that the oil cartel uses a price-setting rule which relates the price at timet to the state variableY (t),

whereY (t) ≤ Y0 +R0,

p = δ − λY (22)

with δ < A andλ ≷ 0.

Suppose the governments of the oil importing countries takeδ andλ as given, and agree on coordinating their

carbon-tax policy to maximize the welfare of the representative consumer.

Let θ(t) be the carbon tax that consumers must pay to their governments per barrel of oil consumed. Letc(t) be

the quantity of oil demanded per person, andq(t) = Mc(t) be the aggregate demand for oil. The aggregate consumer

surplus at timet is

Aq(t)− 1

2M
(q(t))2 − [p(t) + θ(t)] q(t).

The quantity demanded is

q(t) =M [A− p(t)− θ(t)] (23)
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and the carbon-tax revenue is

R(t) ≡ θ(t)q(t). (24)

Assume that the carbon-tax revenue is redistributed in a lump-sum fashion to consumers. LetL(t) be the lump-sum

transfer to the consumers

Then, the instantatneous welfare flow of the consumers at timet is

W (t) = Aq(t)− 1

2M
(q(t))2 − [p(t) + θ(t)] q(t) + L(t) +Mx−M

[γ
2
Y (t)2

]
(25)

whereq(t) is given by (23) andp(t) = δ − λY (t). The coalition of the two governments choosesθ(t) andL(t) to

maximize the integral of the discounted flow of welfare:

max

∫ ∞

0

e−rtW (t)dt

subject to the government’s budget constraint

L(t) = R(t) (26)

and the dynamic equation

Ẏ (t) =M [A− p(t)− θ(t)]

whereY (0) = Y0 andY (t) ≤ Ỹ .

Using (23), (24), (25) and (26), the instantaneous welfare flowW (t) becomes

W =

[
A− p− 1

2M
q

]
q +Mx−M

[γ
2
Y 2
]

=

[
A− p− 1

2
(A− p− θ)

]
M (A− p− θ) +Mx−M

[γ
2
Y 2
]

=
M

2

{
(A− p+ θ) (A− p− θ) + 2x− γY 2

}
=

M

2

[
(A− p)2 − θ2 + 2x− γY 2

]
. (27)

Let VI(Y ) denote the value function for the coalition of the two oil importing countries. The HJB equation is

rVI(Y ) = max
θ

{
M

2

[
(A− p)2 − θ2 + 2x− γY 2

]
+ V ′

I (Y )M [A− p− θ]

}
(28)

and maximizing the right-hand side of (28) with respect toθ gives the first order condition (FOC)

−θ − V ′
I (Y ) = 0.
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Subsititute this FOC into (28) to get

rVI(Y ) =
M

2

{
(A− p− V ′

I ) (A− p+ V ′
I ) + 2x− γY 2 + 2V ′

I (A− p+ V ′
I )
}

=
M

2

{
(A− p+ V ′

I )
2
+ 2x− γY 2

}
. (29)

Let us conjecture that

VI(Y ) = αI + βIY +
µI

2
Y 2.

Then

V ′
I = βI + µIY. (30)

Substituting (30) and (22) into (29)

r
(
αI + βIY +

µI

2
Y 2
)
=

M

2

{
2x+ (A− δ + βI)

2
+ 2(µI + λ)(A− δ + βI)Y +

[
(µI + λ)2 − γ

]
Y 2
}
.

It follows, by comparison, that

rµI =M
[
(µI + λ)2 − γ

]
(31)

rβI =M(µI + λ)(A− δ + βI) (32)

rαI =
M

2

[
2x+ (A− δ + βI)

2
]
. (33)

Equation (31) gives the quadratic equation

µ2
I +

(
2λ− r

M

)
µI − (γ − λ2) = 0.

To avoid complex roots and repeated roots, let us assume that the discriminant is positive

∆ ≡
( r

M
− 2λ

)2
+ 4(γ − λ2) > 0.

For this to hold, it isnecessary and sufficientthat

γ >
r

M

(
λ− r

4M

)
Note: Either of the following conditions issufficientfor ∆ > 0 :

γ >
rλ

M
(34)

γ > λ2. (35)
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With ∆ > 0, we have two roots,µI1 > µI2,

µI1 =
1

2

[( r

M
− 2λ

)
+

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]

µI2 =
1

2

[( r

M
− 2λ

)
−
√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
.

As before, we should choose the root such that the differential equation forY has a solution that converges to a steady

state. The differential equation is

Ẏ = M [A− p− θ]

= M [A− δ + λY + V ′
I ]

= M [(A− δ + βI) + (µI + λ)Y ] .

This equation gives a converging solution to a steady state if and only if

(µI + λ) < 0. (36)

We must chooseµI that satisfies the convergence condition (36). Since the bigger rootµI1 gives

µI1 + λ = λ− λ+
1

2

[
r

M
+

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
> 0

we rejectµI1. Turning to the smaller root,λI2, we find that

µI2 + λ =
1

2

[
r

M
−
√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
(37)

is negative if and only if ( r

M

)2
<
( r

M
− 2λ

)2
+ 4(γ − λ2)

i.e. iff

γ >
( r

M

)
λ. (38)

In what follows, we assume that condition (38) is satisfied. This condition is satisfied ifλ < 0 orλ > 0 but sufficiently

small).

Under Assumption (34), we select thesmaller rootµI2 and denote it byµ∗
I :

µ∗
I =

1

2

[
r

M
− 2λ−

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
.
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Next, we solve forβI .

βI [M(µ∗
I + λ)− r] = −M(A− δ)(µ∗

I + λ) > 0.

ThenβI < 0 because(µ∗
I + λ) < r

M by eq (37).

β∗
I =

(A− δ)(µ∗
I + λ)

(r/M)− (µ∗
I + λ)

< 0

i.e.

β∗
I =

(A− δ)

[
r
M −

√(
r
M − 2λ

)2
+ 4(γ − λ2)

]
r
M +

√(
r
M − 2λ

)2
+ 4(γ − λ2)

< 0 (39)

given that condition (38) is satisfied. Finally,

α∗
I =

M

2r

[
2x+ (A− δ + β∗

I )
2
]
> 0.

The steady state is

Ỹ =
A− δ + βI
−(µI + λ)

=
1

−(µI + λ)

[
(A− δ) [(r/M)− (µ∗

I + λ)] + (A− δ)(µ∗
I + λ)

(r/M)− (µ∗
I + λ)

]
=

(A− δ) (r/M)

(µ∗
I + λ)2 − (µ∗

I + λ)(r/M)

=
(A− δ) (r/M)[

rµ∗
I

M + γ
]
− rµ∗

I

M − rλ
M

=
(A− δ) (r/M)

γ − rλ
M

> 0.

Thefollowing Proposition summarizes the result of this sub-section:

M

Proposition 2: Suppose that the coalition of oil importing countries faces an arbitrary producer’s price rule of 

the form p = δ − λY , where δ < A, λ ≷ 0, and γ > 
( 
r ) λ.

Assume that

Y0 +R0 ≥ Ỹ ≡ (A− δ) (r/M)

γ − rλ
M

.

Then,the intertemporal welfare maximizing behaviour of the coalition of importing countries will result in setting

the carbon-tax according to the rule

θ = −β∗
I − µ∗

IY

where

µ∗
I =

1

2

[
r

M
− 2λ−

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]

14



and

β∗
I =

(A− δ)

[
r
M −

√(
r
M − 2λ

)2
+ 4(γ − λ2)

]
r
M +

√(
r
M − 2λ

)2
+ 4(γ − λ2)

< 0.

Thus the consumer’s price satisfies

pc = p+ θ = (δ − β∗
I )− (µ∗

I + λ)Y.

AsY rises, the consumer’s price rises (recallµ∗
I + λ < 0). The quantity demanded,q, will fall over time.1. AsY

approaches̃Y , the carbon-tax approachesA, and the consumer’s price,p+ θ, approachesA.2

Note: Since we do not make any assumption about the sign ofλ, it is possible that the carbon tax falls asY rises,

provided thatλ < 0, so that the producer’s price rises withY . We will see later that this cannot happen in a Nash

equilibrium.

Finally, to prove thatq falls over time, we write

q =M(A− p− θ) =M(A− δ + λ− β∗
I − µ∗

IY ).

Then

q̇ = (λ+ µ∗
I)Ẏ < 0

becauseλ+ µ∗
I < 0.

6 Nash equilibrium

In the two preceding sub-sections, we looked at the reaction of one player (either the cartel, or the coalition of importing

countries) to a given linear Markovian strategy (either a carbon-tax rule, or a producer-price setting rule) of the other

player. It is now time to put our pieces together to find the Nash equilibrium of the games between the two players.

Given any linear Markovian tax ruleθ = σ+ ηY , we found that the cartel’s reaction function (or best reply) is the

following pricing rule

p =
1

2
(A− σ − β∗

X)− 1

2
(η + µ∗

X)Y

where

µ∗
X = η +

r

M
−
√( r

M

)2
+

2

M
ηr ≡ µ∗

X(η)

and

β∗
X = −

[
(A− σ)(η − µ∗

X(η))

(η − µ∗
X(η)) + 2r

M

]
≡ β∗

X(σ, η).

Conversely, given any linear Markovian producer-price setting rulep = δ − λY (whereλ ≷ 0), we found that the

1See the proof below.
2 This follows from(A− δ + β∗

I ) + (µ∗
I + λ)Y → 0 asY → Ỹ .
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coalition’s reaction function (or best reply) is the following carbon-tax rule

θ = −β∗
I − µ∗

IY

where

µ∗
I =

1

2

[
r

M
− 2λ−

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
≡ µ∗

I(λ)

and

β∗
I =

(A− δ)

[
r
M −

√(
r
M − 2λ

)2
+ 4(γ − λ2)

]
r
M +

√(
r
M − 2λ

)2
+ 4(γ − λ2)

≡ β∗
I (δ, λ).

In a Nash equilibrium, it must hold that, for allY ,

σ + ηY = −β∗
I − µ∗

IY

and

δ − λY ≡ 1

2
(A− σ − β∗

X)− 1

2
(η + µ∗

X)Y.

These two conditions are satisfied if and only if the following four equalitites are met:

σ = −β∗
I (δ, λ) (40)

δ =
1

2
(A− σ − β∗

X(σ, η)) (41)

η = −µ∗
I(λ) (42)

λ =
1

2
(η + µ∗

X(η)). (43)

Note that the RHS of (40) is positive; and the RHS of (41) is positive ifA − σ > 0. We will verify that in a Nash

equilibrium,A− σ > 0. The four equations (40) to (43) determine the Nash equilibrium tuple(σ, δ, η, λ).

We are able to show that a solution(σ, δ, η, λ) exists and is unique.

We find that (see Appendix 2) under Assumption (38), there are two possible values ofλ

λ∗1 =
2

3

Mγ

r
+

1

9

[
r

M
−
√
3γ +

( r

M

)2]
> 0 (44)

λ∗2 =
2

3

Mγ

r
+

1

9

[
r

M
+

√
3γ +

( r

M

)2]
> 0. (45)
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However, the bigger root is not admissible (see the Appendix for a proof). So in what follows, we define

λ∗ = λ∗1 =
2

3

Mγ

r
+

1

9

[
r

M
−
√

3γ +
( r

M

)2]
> 0.

After somesimple manipulations, we obtain the solution

η∗ = 2

(
Mγ

r
− λ∗

)
> 0. (46)

Finally, we can solve forσ∗ andδ∗. We can show that (see Appendix 2)

δ∗ =
Arλ∗

γM
> 0 (47)

σ∗ = 2δ∗ −A > 0.

Proposition 3 :
There exists a unique Nash equilibrium. At the equilibrium, the coalition of importing countries imposes a carbon 

tax rule of the form θ(t) = σ∗ + η∗Y (t) where η∗ > 0 and 0 < σ∗ < A, and the oil cartel sets producers price 
according to the pricing rule of the form p(t) = δ∗ − λ∗Y (t) where δ∗ > 0 and 0 < λ∗ < Mγ/r. The quantity 

demanded will fall over time, and the consumer price will  approach A as the stock of pollution Y approaches Y where

Y ≡ A− σ∗

η∗
=

A− σ∗

2((Mγ/r)− λ∗)
= Ỹ ≡ A− δ∗

(Mγ/r)− λ∗
= Y∞ ≡ Ar

γM
(48)

In the Nash equilibrium, the importing countries use the carbon tax strategy

θ = σ∗ + η∗Y

while the oil cartel uses the price setting strategy

p = δ∗ − λ∗Y = λ∗
[
Ar

γM
− Y

]
Therefore the tax increases and the producer price falls as the stock of pollution increases. The consumer price is

pc = p+ θ = (σ∗ + δ∗) + (η∗ − λ∗)Y

whereη∗ − λ∗ > 0. AsY increases toward its steady state valueY∞ = Ar/(γM), the carbon tax tends toA and the

cartel’s producer price tends to zero.

The rate of increase in pollution is

Ẏ =Mc = q =M(A− p− θ) =M(A− (σ∗ + δ∗)− (η∗ − λ∗)Y )
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Thus, asY rises,Ẏ (the rate of increase in pollution) becomes smaller and smaller:

dẎ

dY
= −M(η∗ − λ∗) =

M

3

[
r

M
−
√
3γ +

( r

M

)2]
< 0.

REMARK 1: The social optimal steady state stock is

Y∞ =
Ar

Mγ

ThenY∞ = Ỹ is true if and only if

δ∗ =
λ∗Ar

γM
(49)

For a proof thatδ∗ = λ∗Ar
γM ,see the Appendix.

REMARK 2: Under the social planner, the pollution stock also tends to the steady stateY∞ = Ar/(γM).

However, the rate of change inY is not the same in the two regimes. In fact,

dẎ

dY
= −M

3

[√
3γ +

( r

M

)2
− r

M

]
for Nash equilibrium

while
dẎ

dY
= −M

2

[√
4γ +

( r

M

)2
− r

M

]
for social planning.

It is clear that the former takes a smaller negative value than the latter. Thus, compared with the social planner case,

the Nash equilibrium results in lower consumption earlier on. This is because cartel conserves the resource stock. This

is another confirmation of Solow’s claim that the resource monopolist is the conservationist’s best friend.

7 Welfare comparison

Since the social planner maximizes world welfare, it is clear that, in terms of world welfare, the Nash equilibrium

outcome cannot dominate the outcome under the social planner.

For the sake of illustration, we provide a numerical example. AssumeM = 1, Y0 = 0, r = 0.05, A = 5, and

γ = 0.02.

Then the social planner’s optimal pollution stock is

Y∞ =
rA

γM
=

(0.05)5

0.02
= 12.5
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and welfare under the social planner is3

V (0) = α =
M

2r

(
(A+ β)2 + 2x

)
=
M

2r

(
A+

AξM

(r −Mξ)

)2

+
Mx

r

where

ξ =
r −

√
r2 + 4γM2

2M

M

2r

(
A+

AµM

(r −Mµ)

)2

= 21. 983 .

In the case of Nash equilibrium

γ = λ1 =
1

9

[
6
Mγ

r
+

r

M
−
√
3γ +

( r

M

)2]
= 0.24 4.

We keep onlyλ1 and call itλ∗. Next, computeη∗

η∗ = 2

(
Mγ

r
− λ∗

)
= 0.311.

Then

µX(η∗) = η∗ +
r

M
−
√( r

M

)2
+

2

M
η∗r = 0.177

z(η∗) =
η∗ − µ∗

X

η∗ − µ∗
X + 2r

M

= 0.571

δ∗ =
A(1− z(η∗))(1 + z(η∗))

2− z(η∗)(1 + z(η∗))
= 3. 055

σ∗ =
Az(η∗)(1− z(η∗))

2− z(η∗)(1 + z(η∗))
= 1. 111

2δ∗ −A = 1. 111

Y =
A− σ∗

η∗
= 12. 499

Y∞ =
A− δ∗

(Mγ/r)− λ∗
= 12.499.

Therefore, we confirm thatY = Y∞.

Notice that the steady state pollution stock in the Nash equilibrium is the same as under the social planner. However,

the rates at which the pollution stock grows toward the steady state are different under the two regimes.

Concerning welfare in the Nash equilibrium, for simplicity, we setY0 = 0. The welfare of the importing coalition,

3Since the termMx
r

is a constant, we can omit it in all welfare expressions.
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as seen from timet = 0, is

VI(0) = α∗
I =

M

2r

[
2x+ (A− δ∗ + β∗

I )
2
]
=
Mx

r
+
M

2r
(A− δ∗ + β∗

I )
2 .

And the welfare of the cartel of oil exporter is

VX(0) = α∗
X =

M

4r
(A− σ∗ + β∗

X)2

=
M

4r
(A− σ∗ − (A− σ∗)(η − µ∗

X)

(η − µ∗
X) + 2r

M

)2

=
M

4r
((A− σ∗)(1− z(η∗))

2 .

In the Nash equilibrium,λ = λ1 = 0.244 44. So the welfare of the coalition of importers isMx
r plus

1

2r
(A− δ∗ + β∗

I )
2
=

1

2r
(A− δ∗ − σ∗)

2
= 6. 944 .

And the welfare of the cartel of exporters is

α∗
X = 13. 888 .

The sum of their welfare levels is

Mx

r
+ 6. 944 + 13. 888 =

Mx

r
+ 20. 832 .

Recall that the welfare under the social planner, which isMx
r + 21. 983 .This implies that welfare in the social planner

regime is greater than that in the Nash equilibrium.

8 Equilibrium when the importing coalition is the leader

In Section 4, we have shown how the cartel determines its pricing strategy facing a given tax ruleθ = σ + ηY by the

importing coalition, i.e., given the parametersσ < A andη > 0. Suppose the importing coalition knows this “reaction

function” of the cartel. Then it seems tempting for the coalition to choose the “best” parametersσ andη to maximize

its welfare.

Let us formulate this problem. We have found that given(σ, η) the cartel’s best reply takes the form

p =
1

2
(A− σ − β∗

X(σ, η))− 1

2
(η + µ∗

X(η))Y .

For simplicity, define

G(η) =
( r

M

)2
+

2rη

M
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and define the cartel’s reaction functions

δR(σ, η) ≡ 1

2
(A− σ − β∗

X(σ, η)) =
(A− σ)

[
r
M + 2η −

√
G(η)

]
2η

(50)

and

λR(η) ≡ 1

2
(η + µ∗

X(η)) =
1

2

( r

M
+ 2η −

√
G(η)

)
(51)

then the cartel’s price setting reaction is

pR = δR(σ, η)− λR(η)Y.

The consumer price is

p = pR + θ.

Then the transition equation becomes

Ẏ =M
[
A− pR − θ

]
=M

{
A−

(
σ + δR

)}
−M(η − λR)Y.

ThenY (t) converges to the steady stateY = (A− σ)/η and

Y (t) = Y + (Y0 − Y ) exp

[
(r −M

√
G(η))t

2

]
. (52)

From (27), the instantaneous welfare of the importing country is

W =Mx+M

[
(A− pR)2 − θ2

2
− γY 2

2

]
which can be expressed as

W = κY 2 + ρY + ψ +Mx

where

κ(η) ≡ −M
2

[
(η − λR(η))(η + λR(η)) + γ

]
ρ(σ, η) ≡M(−ση + (A− δR(σ, η))λR(η))

ψ(σ, η) ≡ M

2
(A− σ − δR(σ, η))(A+ σ − δR(σ, η)).

It follows that, after substituting forY (t) using (52), instantaneous welfare att is

W (t) = κ(Y0 − Y )2e(r−MG1/2)t + (2κY + ρ)(Y0 − Y )e(r−MG1/2)t/2 + κY
2
+ ρY + ψ +Mx.

Thus ∫ ∞

0

e−rtW (t)dt =
κ

MG1/2
(Y0 − Y )2 +

2(2κY + ρ)

r +MG1/2

(
Y0 − Y

)
+
κY

2
+ ρY + ψ

r
+
Mx

r
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which can be simplified as

∫ ∞

0

e−rtW (t)dt =
κ

MG1/2
(Y0 − Y )2 +

2(2κY + ρ)

r +MG1/2

(
Y0 − Y

)
+
Mx

r
− MγY

2

2r
. (53)

The task of the importing coalition, acting as leader, is to chooseη andσ to maximize the right-hand side of eq.

(53). Note thatY = Y (σ, η). The first order conditions that determine the optimal pair(σ, η) would involve the term

Y0. Suppose that at some future timeτ if the leader can replan, by choosingη andσ again to maximize the integral of

instantaneous welfare flow starting from timeτ , whereYτ is the current pollution stock:

Vτ (Yτ ) =

∫ ∞

τ

e−r(t−τ)W (t)dt =
κ

MG1/2
(Yτ − Y )2 +

2(2κY + ρ)

r +MG1/2

(
Yτ − Y

)
+
Mx

r
− MγY

2

2r
. (54)

Then the new first order conditions that determine the optimal pair(σ, η) would involve the termYτ , which is different

from Y0. This observation leads us to conclude that the optimal policy of the leader is time-inconsistent. This time

inconsistency in dynamic games with Stackelberg leadership is a well-known result, see e.g. Kemp and Long (1980).

To resolve the problem of time inconsistency, several authors have imposed time-consistent conditions that would

constrain the choice set available to the Stackelberg leader, see for example Karp (1984), Fujiwara and Long (2011).

In what follows we use the approach advocated by Fujiwara and Long (2011). They propose that the leader’s choice of

the parameters of the tax function should lead to the socially optimal steady state. The rationale for this requirement

is that if a policy leades to a steady state that is not efficient, there will be incentive for the leader to deviate from it to

achieve gains. In terms of our model, this requirement is

Y =
A− σ

η
=

Ar

γM
= Y∞

i.e.

σ =
A(Mγ − ηr)

Mγ
. (55)

This requirement allows us to simplify the coefficients of the terms
(
Yτ − Y

)
and(Yτ − Y )2 as follows

2(2κY + ρ)

r +MG1/2
= −A

κ

MG1/2
=
r(3η + r/M)− (2η + r/M)MG1/2 − 2γM

4MG1/2
.

Therefore the right-hand side of eq (54) becomes

Vτ (Yτ ) =

[
r(3η + r/M)− (2η + r/M)MG1/2 − 2γM

4MG1/2

](
Yτ − Ar

γM

)2

+

−A
(
Yτ − Ar

γM

)
+
Mx

r
− Mγ

2r

(
Ar

γM

)2

. (56)
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It follows that the time-consistent leader’s optimization problem amounts to choosingη to maximize the term inside

the square brackets. SetM = 1 for simplicitly. The first order condition for this optimization problem is

3rG− [r(3η + r)− 2γ] r − 2G3/2 = 0. (57)

We can show (see the Appendix ) that the above FOC has a unique positive rootη. Unfortunately, it is not possible

to express the leader’s optimal choice ofη as an explicit function of the parameter valuesr andγ. We must therefore

resort to numerical computations.

Given the numerical values ofr andγ, we must solve forη. The solution proceeds as follows. Define the new

variables = 2η + r. First, we must find the unique positive root of the following cubic equation ins

4s3 − 9r

4
s2 − 3r

(
r

2
+

2γ

r

)
s− r

(
r

2
+

2γ

r

)2

= 0.

Next, we findη from s = 2η + r, and compute

G1/2 =

√( r

M

)2
+

2rη

M
.

After that, we find the welfareVτ (Yτ ).

Numerical example

AssumeM = 1, r = 0.05, γ = 0.02, A = 5. Solving the cubic equation ins, we obtain the real roots = 0.265.

Then

η = 0.107.

Turning toG(η)1/2 =

√(
r
M

)2
+ 2rη

M ,

G(η)1/2 = 0.115.

And

σ =
A(Mγ − ηr)

Mγ
= 3. 653.

Then, assumingY0 = 0,the leader’s payoff is13.644 + x
r . This is an improvement over the Nash equilibrium

welfare (which was6.944 + x
r )

What about the follower’s welfare?

Recall that in section 4, for any arbitrary tax functionθ = σ + η, the payoff of the cartel, whenY0 = 0, is

αX∗ =
M

4r
(A− σ + β∗

X)
2

where

β∗
X = −

[
(A− σ)(η − µ∗

X)

(η − µ∗
X) + 2r

M

]
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and

η − µ∗
X =

√( r

M

)2
+

2

M
ηr − r

M
=
√
G(η)− r

M
= 0.065.

Thenβ∗
X = −0.531 andα∗

X = 3.321. Therefor the payoff for the follower (the cartel) is much smaller than under the

Nash equilibrium (which was13.88).

World welfare under the leadership of the importing coalition is16.966 + x
r ,which is smaller than under the Nash

equilibrium, which is in turn smaller than under the social optimum.

9 Leadership by exporters

Now let us turn to the other case, where the cartel of exporters know the reaction functions of the importers to its pricing

policy p = δ − λY whereδ < A andλ ≷ 0. Then it seems tempting for the cartel to choose the “best” parametersδ

andλ to maximize its integral of discounted profits.

From our analysis of the previous section we know that the importers respond to(δ, λ) by setting

θ = −βI − µIY

where (assumingλr/M < γ),

µI =
1

2

[
r

M
− 2λ−

√( r

M

)2
+ 4

(
γ − λr

M

)]

and

µI + λ =
1

2

[
r

M
−

√( r

M

)2
+ 4

(
γ − λr

M

)]
< 0

And

βI =

(A− δ) 12

[
r
M −

√(
r
M

)2
+ 4

(
γ − λr

M

)]
r
M − 1

2

[
r
M −

√(
r
M

)2
+ 4

(
γ − λr

M

)]

=

(A− δ)

[
r
M −

√(
r
M

)2
+ 4

(
γ − λr

M

)]
r
M +

√(
r
M

)2
+ 4

(
γ − λr

M

) < 0.

It is convenient to define the reaction functions

σR(δ, λ) = −βI =

(A− δ)

[√(
r
M

)2
+ 4

(
γ − λr

M

)
− r

M

]
r
M +

√(
r
M

)2
+ 4

(
γ − λr

M

) > 0
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and

ηR(λ) = −µI =
1

2

[
− r

M
+ 2λ+

√( r

M

)2
+ 4

(
γ − λr

M

)]
.

Then the importers’ tax setting reaction function is

θR = σR(δ, λ) + ηR(λ)Y

and the consumer price is

pc = p+ θR = δ − λY + σR(δ, λ) + ηR(λ)Y.

The transition equation becomes

Ẏ =M
[
A− p− θR

]
=M

{
A− (σR(δ, λ) + δ

}
−M(ηR(λ)− λ)Y

where

ηR(λ)− λ =
1

2

[
− r

M
+

√( r

M

)2
+ 4

(
γ − λr

M

)]
> 0.

Thus the pathY (t) converges to a steady state,

Ỹ =
(A− δ)(r/M)

γ − λr
M

and

Y (t) = Ỹ + (Y0 − Ỹ ) exp

[
M

2

[
r

M
−

√( r

M

)2
+ 4

(
γ − λr

M

)]
t

]

= Ỹ + (Y0 − Ỹ ) exp

[
1

2

[
r −M

√( r

M

)2
+ 4

(
γ − λr

M

)]
t

]
.. (58)

Define

F (λ) =
( r

M

)2
+ 4

(
γ − λr

M

)
> 0 for λ < Mγ/r.

Then

Y (t) = Ỹ + (Y0 − Ỹ ) exp

[(
r −M

√
F

2

)
t

]
.

The profit of the cartel is

π = pq = (δ − λY )
[
M
{
A− (σR(δ, λ) + δ

}
−M(ηR(λ)− λ)Y

]
.
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Substituting eq (58) into the above expression forπ, we get

π

M
=

(
M
√
F (λ)− r

)
λ

2M

[
Y0 − Ỹ

]2
e(r−M

√
F )t

+
(r −M

√
F )

2(γM − rλ)
[δγ −Arλ/M ]

[
Y0 − Ỹ

]
e

1
2 (r−M

√
F )t.

In what follows, we setM = 1 for simplicity. Then the integral of discounted profit flow is

∫ ∞

0

e−rtπ(t)dt =

(√
F (λ)− r

)
λ

2
√
F (λ)

[
Y0 −

r(A− δ)

γ − λr

]2
(59)

+
(r −

√
F (λ)) [δγ − rAλ](

r +
√
F (λ)

)
(γ − rλ)

[
Y0 −

r(A− δ)

γ − λr

]
.

The task of the oil cartel, acting as leader, is to chooseλ andδ to maximize the right-hand side of eq. (59). The first

order conditions that determine the optimal pair(λ, δ) would involve the termY0. Suppose that at some future timeτ

if the leader can replan, by choosingλ andδ again to maximize the integral of instantaneous profit flow starting from

time τ , whereYτ is the current pollution stock:

Jτ (Yτ ) =

∫ ∞

τ

e−r(t−τ)π(t)dt =

(√
F (λ)− r

)
λ

2
√
F (λ)

[
Yτ − r(A− δ)

γ − λr

]2
+
(r −

√
F (λ)) [δγ − rAλ](

r +
√
F (λ)

)
(γ − rλ)

[
Yτ − r(A− δ)

γ − λr

]
. (60)

Then the new first order conditions that determine the optimal pair(λ, δ) would involve the termYτ , which is different

from Y0. This observation leads us to conclude that the optimal policy of the leader is also time-inconsistent.

To resolve the problem of time inconsistency, we again use the approach advocated by Fujiwara and Long (2011).

They propose that the leader’s choice of the parameters of the tax function should lead to the socially optimal steady

state. The rationale for this requirement is that if a policy leades to a steady state that is not efficient, there will be

incentive for the leader to deviate from it to achieve gains. In terms of our model, this requirement is

Ỹ =
(A− δ)(r/M)

γ − λr
M

=
Ar

γM
= Y∞.

This condition implies

δ =
Aλr

γM
. (61)
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Substituting the condition (61) into the objective function (60) we get

Jτ (Yτ ) =

(√
F (λ)− r/M

)
λ

2
√
F (λ)

[
Yτ − Ar

γM

]2
(62)

Then the choice ofλ that maximizes (62) is independent ofYτ . The FOC for this maximization problem is

rF (λ) + 2λr2 − F (λ)
3
2 = 0.

We can show that the above FOC has a unique positive rootλ (see the Appendix). Unfortunately, it is not possible to

express the leader’s optimal choice ofλ as an explicit function of the parameter valuesr andγ. We must therefore

resort to numerical computations.

Numerically, given the numerical values ofr andγ, we must solve forλ. The solution proceeds as follows. Define

the new variablez by

z = r +
4γ

r
− 4λ.

First, we must find the unique positive root of the following cubic equation inz

4z3 − rz2 − 2r

(
4γ

r
+ r

)
z = r

(
4γ

r
+ r

)2

.

By an argument similar to that made in the preceding section, we can show that there is a uniquez > 0 that satisfies

the above cubic equation.

Then we solve forλ and computeF (λ)1/2. Finally, we computeJτ (Yτ ).

Numerical example

AssumeM = 1, r = 0.05, γ = 0.02,A = 5. Solving the cubic equation,

4z3 − rz2 − 2r

(
4γ

r
+ r

)
z − r

(
4γ

r
+ r

)2

= 0

we obtain the unique real root0.370 .

Then we findλ = 0.319, andδ = 3. 997. Next,

√
F (λ) = 0.136 19.

Let Y0 = 0. Then the payoff of the cartel (as the leader) is

J0(Y0) = 15. 810.

This is greater than its Nash payoff (which was13.88).
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The resulting payoff to the importing countries is

αI =
1

2r

(
2x+ (A− δ + βI)

2
)

where

βI =

(A− δ)

(
r
M −

√(
r
M

)2
+ 4

(
γ − rλ

M

))
r
M +

√(
r
M

)2
+ 4

(
γ − rλ

M

) .

Computing with the assumed numerical values, we obtainβI = −0.464, andαI = 2. 901,which is lower than its Nash

equilibrium payoff.

Thus the world welfare under the exporter’s leadership is 15.810+2.901+X
r which is greater than that under im-

porter’s leadership,16.966 + X
r .

To check the robustness of our results, we have computed a number of numerical examples to make the welfare

comparisons for three entities (world welfare, importer and exporter welfare) across four regimes (social planner,

Nash, leadership by exporters, and leadership by importers). Calculations are conducted with different values ofr,

keeping other parameters fixed atM = 1, A = 5, γ = 0.02. The rate of discount varies from0.001 to 0.10. The

results are summerized here by the following Table 1. For all the different values ofr, we find that world welfare is

highest under social planning, which dominates world welfare under Nash, which is in turn superior to world welfare

when the exporters are the Stackelberg leader. World welfare is always lowest when the coalition of importers is the

Stackelberg leader. The last inequality is interesting. This direction of inequality seems hold in general (or at least over

all numerical examples of ours.) This could be model specific since the exporters manage to control the resource and

to act as the conservationist’s friend and by that reason, atmostpheric carbon accumulates at a slower rate.
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Appendix

A.1 Appendix 1: Proof of Proposition 0

Suppose the social planner chooses a timeT (which may be finite or infinite) at which extraction ceases, and the

terminal stockR(T ) = R̃ ≤ R0. Then the utility flow from timeT on is

0 +Mx− Mγ

2
Y (t)2 =Mx− Mγ

2

[
Y0 +R0 − R̃

]2
for all t ≥ T.

The present value of the integral of this flow is∫ ∞

T

e−rt

{
Mx− Mγ

2

[
Y0 +R0 − R̃

]2}
dt = e−rT 1

r

{
Mx− Mγ

2

[
Y0 +R0 − R̃

]2}
≡ e−rTS

(
R̃
)
.

The optimalT andR̃ and the optimal extraction pathq(t) must solve the problem

max
T,R̃,q

∫ T

0

e−rt

[
Aq(t)− 1

2M
q(t)2 +Mx− Mγ

2
Y (t)2

]
dt+ e−rTS

(
R̃
)

subject to

Ẏ (t) = q(t) for t ∈ [0, T ]

Y (0) = Y0

Y (T ) = Y0 +R0 − R̃

R̃ ≤ R0.

Let µ(t) be the co-state variable. The Hamiltonian is

H(q, µ, Y, t) = e−rt

[
Aq(t)− 1

2M
q(t)2 +Mx− Mγ

2
Y (t)2

]
+ µ(t)q(t).

Thenecessary conditions include

∂H

∂q
= e−rt

[
A− q(t)

M

]
+ µ(t) = 0 for t ≤ T

µ̇(t) = −∂H
∂Y

= e−rtMγY (t) for t ≤ T

Ẏ (t) = q(t).

The transversality condition with respect toT is limt→T

{
H + ∂

∂T

[
e−rTS

(
R̃
)]}

= 0, which is equivalent to

lim
t→T

e−rT

[
Aq(T )− 1

2M
q(T )2 +Mx− Mγ

2
Y (T )2

]
− lim

t→T
re−rTS

(
R̃
)
= 0
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which is satisfied if

lim
t→T

e−rT

[
Aq(T )− 1

2M
q(T )2

]
= 0.

(This is satisfied ifq(T ) = 0 at some finiteT , or if limt→∞ q(t) = 0.)

The transversality condition with respect tõR is

lim
t→T

{
µ(T ) +

∂

∂R̃

[
e−rTS

(
R̃
)]}

≥ 0,R0 − R̃ ≥ 0

lim
t→T

{
µ(T ) +

∂

∂R̃

[
e−rTS

(
R̃
)]}(

R0 − R̃
)
= 0.

If we define the current-value shadow price ofY byψ(t)

ψ(t) = ertµ(t) ⇐⇒ µ(t) = e−rtψ(t)

then the above conditions become [
A− q(t)

M

]
+ ψ(t) = 0 for t ≤ T (A.1)

ψ̇ = rψ +MγY (t) (A.2)

Ẏ = q (A.3)

lim
t→T

e−rT q(T ) = 0 (A.4)

lim
t→T

e−rT

[
ψ(T ) +

Mγ

r

[
Y0 +R0 − R̃

]]
≥ 0,R0 − R̃ ≥ 0 (A.5)

lim
t→T

e−rT

[
ψ(T ) +

Mγ

r

[
Y0 +R0 − R̃

]] (
R0 − R̃

)
= 0. (A.6)

Differentiate (A.1) with respect tot
1

M
q̇ = ψ̇.

Substituting into (A.2)
1

M
q̇ = −r

[
A− q(t)

M

]
+MγY.

Consider the system of differential equations

q̇ = −rMA+ rq + γM2Y

Ẏ = q.

This system has a unique steady state

(Ŷ , q̂) =

(
rA

γM
, 0

)
. (A.7)
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This steady state has the saddlepoint property. It takes infinite time to reach the steady state. Define

z = Y − Ŷ .

Then we have the homogeneous system

q̇ = rq + γM2z

ż = q

i.e. [
q̇

ż

]
=

[
a11 a12

a21 a22

][
q

z

]
=

[
r γM2

1 0

][
q

z

]
. (A.8)

The characteristic equation of this marix is

(r − λ)(0− λ)− γM2 = 0 ⇐⇒ λ2 − rλ− γM2 = 0.

Let λ1 andλ2 be the charateristic roots. Then

λ1 =
1

2

(
r −

√
r2 + 4γM2

)
< 0 (A.9)

λ2 =
1

2

(
r +

√
r2 + 4γM2

)
> 0. (A.10)

The general solution is [
q(t)

z(t)

]
=

[
1

v1

]
h1e

λ1t +

[
1

v2

]
h2e

λ2t (A.11)

where

v1 = −(a12)
−1(a11 − λ1) andv2 = −(a12)

−1(a11 − λ2)

andh1 andh2 are determined by the boundary conditions.

v1 = −r − λ1
γM2

< 0.

It what follows, we assumeY0 < Ŷ .

Now, consider two cases.

Case 1: R0 > Ŷ − Y0

Case 2: R0 < Ŷ − Y0

Case 1:Clearly, there exists a unique positive valueR̃ < R0 such thatY0+R0−R̃ = Ŷ . Then the social planner’s

optimal program is to take the stable branch of the saddlepoint and approach the steady state(Ŷ , q̂) asymptotically. As

t→ T , q(t) → 0 andR(t) → R̃.

For the stable branch of the saddle-point, we seth2 = 0.

31



Then

q − q̂ = (q0 − q̂)eλ1t = h1e
λ1t

z = Y − Ŷ = (Y0 − Ŷ )eλ1t = z0e
λ1t = v1h1e

λ1t

whereY0 is known butq0 has to be determined. We can determineh1 from

z(0) = v1h1

i.e.

h1 =
z0
v1

=
(Y0 − Ŷ )γM2

−(r − λ1)
> 0 for Y0 < Ŷ .

Hence the optimal path of extraction expressed as a function of time is

q(t)− q̂ =
( rA
γM − Y0)γM

2

(r − λ1)
eλ1t for 0 ≤ t <∞. (A.12)

Thus, under0 < γMY0

r < A andY0 +R0 > Ŷ , the consumer’s price is

pc(t) = A− ci(t) = A− q(t)

M
= A−

( rA
γM − Y0)γM

(r − λ1)
eλ1t. (A.13)

The optimal consumer price is rising, and asymptotically approaches the choke priceA ast→ ∞.

Remark 1: Instead of expressing the optimal extractionq as a function of time, it is sometimes more convenient to

express the optimal control in the feedback form,q = qFB(Y ). This is done as follows. Sincėz = Ẏ = q, we have,

using (A.8)

Ÿ (t) = q̇(t) = rq(t) + γM2z(t) = rẎ + γM2
[
Y (t)− Ŷ

]
which again gives the characteristic equationλ2 − rλ− γM2 = 0, and hence, withλ1 < 0 andλ2 > 0,

z(t) = A1e
λ1t +A2e

λ2t.

To ensure convergence to the steady state, we setA2 = 0. Then

z(t) = A1e
λ1t = z0e

λ1t.

Differentiate with respect tot

ż(t) = λ1z0e
λ1t = λ1z(t).

Thus the optimal control in feedback form is

q = λ1z =
1

2

(
r −

√
r2 + 4γM2

)
z =

1

2

(
−r +

√
r2 + 4γM2

)(
Ŷ − Y

)
for Y < Ŷ . (A.14)
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This is consistent with eq (A.12) since−λ1 = γM2

r−λ1
.

With q = −λ1(Ŷ − Y ), the optimal consumer’s price in feedback form is

p = A− q

M
= A+

λ1(Ŷ − Y )

M
.

This indicates that the price rises asY (t) approacheŝY .

Remark 2: The value function approach.

Instead of solving (2) using the maximum principle, we can solve it using the Hamilton-Jacobi-Belman (HJB)

equation, by seeking a value functionV (Y ) that satisfies the HJB eq.

rV (Y ) = max
q

[
Aq − q2

2M
+Mx− MγY 2

2
+ V ′(Y )q

]
. (A.15)

Maximizing the right-hand side of eq. (A.15) we get

A− q

M
= −V ′(Y ) (A.16)

as the necessary condition. In the case whereY0 +R0 > Ŷ , we can show that a quadratic value function would satisfy

the HJB equation. To prove this, let us try the quadratic value function

V (Y ) = α+ βY +
ξ

2
Y 2 (A.17)

whereα, β andξ are to be determined.

Then

V ′(Y ) = β + ξY. (A.18)

Substituting this into (A.16) we get

A− q

M
= −β − ξY (A.19)

Eq (A.19) gives the linear feedback control rule

q =M (A+ β + ξY ) . (A.20)

Then the differential equation forY is

Ẏ =M (A+ β + ξY ) . (A.21)

The solution path for the differential eq. (A.21) approaches a steady state iffξ < 0.

The steady state is

Y∞ =
A+ β

−ξ

whereβ andξ are determined below.
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Substitute (A.18) and (A.20) into the right-hand side of eq. (A.15)

AM (A+ β + ξY )− M

2
(A+ β + ξY )

2
+Mx− MγY 2

2
+ (β + ξY )M (A+ β + ξY )

i.e.

M

{
A (A+ β + ξY )− 1

2
(A+ β + ξY )

2
+ x− γY 2

2
+ (β + ξY ) (A+ β + ξY )

}
.

So the RHS of the HJB equation is

Y 2M

2

(
ξ2 − γ

)
+ ξMY (A+ β) +M

[
1

2

(
A+ β2

)
+ x

]
.

The LHS of the HJB equation is

rα+ rβY +
rξ

2
Y 2.

Since the LHS must equal the RHS for all feasible values ofY , we must equate the coefficients ofY 2

rξ

2
=
M

2

(
ξ2 − γ

)
i.e.

Mξ2 − rξ − γM = 0

ξ =
r ±

√
r2 + 4γM2

2M
. (A.22)

We take the negative root to ensure that the solution path for the differential eq. (A.21) approaches a steady state. Then

ξ =
r −

√
r2 + 4γM2

2M
< 0 sinceγ > 0.

Next, equating the coefficients ofY

rβ = ξM (A+ β) .

Thus

β =
AξM

(r −Mξ)
< 0. (A.23)

Then

V ′(Y ) = β + ξY < 0

and

q =M (A+ β + ξY ) =MA+
AξM2

(r −Mξ)
+MξY.

Compare with

q =
1

2

(
−r +

√
r2 + 4γM2

)(
Ŷ − Y

)
.

The two equations are the same becauseµ = 1
2M

(
r −

√
r2 + 4γM2

)
.
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The steady state is

Y∞ =
A+ β

−ξ
= A

[
r

−rξ +Mξ2

]
=

Ar

Mγ
.

Finally, we can solve forα

α =
M

2r

(
(A+ β)2 + 2x

)
=
M

2r

(
A+

AξM

(r −Mξ)

)2

+
Mx

r
. (A.24)

Case 2:Clearly, ifY0 +R0 < Ŷ ≡ rA
γM , then there does not exist a valueR̃ ≤ R0 such thatY0 + R̃ = Ŷ . Thus it

is not feasible to reacĥY , given thatR0 is so small. The optimal solution in this case is to exhaust the resource stock

in finite (at some timeT ∗ < ∞), andR∗(T ∗) = 0, Y ∗(T ∗) = Y0 + R0 < Ŷ . The optimal path is not a saddle path,

but lies below the saddle path, withq∗(T ∗) = 0. Then

z∗(T ∗) = Y ∗(T ∗)− Ŷ = (Y0 +R0)− Ŷ

and

q∗(T ∗) = 0.

Sincez(0) = Y0 − Ŷ , we get from (A.11) the following 4 equations to solve for the 4 unknownsh1, h2,T
∗ and

q∗(0) :

[
q(t)

z(t)

]
=

[
1

v1

]
h1e

λ1t +

[
1

v2

]
h2e

λ2t

0 = h1e
λ1T

∗
+ h2e

λ2T
∗

(Y0 +R0)− Ŷ = v1h1e
λ1T

∗
+ v2h2e

λ2T
∗

q∗(0) = h1 + h2

Y0 − Ŷ = v1h1 + v2h2.

A.2 Finding the Nash equilibrium values

Equations (42) and (43) can be used to solve forλ andη. After that, we can solve forδ andσ, using eq.s (40) and (41).

From (43),

2λ = η + µ∗
X(η) = 2η +

r

M
−
√( r

M

)2
+

2

M
ηr

i.e. √( r

M

)2
+

2

M
ηr = 2(η − λ) +

r

M
.

Squaring both sides ( r

M

)2
+

2

M
ηr = 4(η − λ)2 +

( r

M

)2
+ 4(η − λ)

r

M
.
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Thus

(2λ− η) =
2M

r
(λ− η)2 ≥ 0. (A.25)

This equation requires that2λ ≥ η .

Consider next eq. (42)

η = −1

2

[
r

M
− 2λ−

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
(A.26)

i.e.

2(η − λ) +
r

M
=

√( r

M
− 2λ

)2
+ 4(γ − λ2) .

Squaring both sides( r

M

)2
+ 4(η − λ)2 + 4(η − λ)

r

M
=

( r

M
− 2λ

)2
+ 4(γ − λ2)

=
( r

M

)2
+ 4λ2 − 4λ

r

M
+ 4γ − 4λ2.

So

(η − λ)2 +
rη

M
= γ > 0.

Thus
M

r
γ − η =

M

r
(λ− η)2. (A.27)

From eq. (A.27) and (A.25) we get

2λ− η =
2M

r
γ − 2η.

So

2λ =
2M

r
γ − η

or

η =
2M

r
γ − 2λ > 0 by condition (38). (A.28)

Substitute (A.28) into (A.25)

2λ−
(
2M

r
γ − 2λ

)
=

2M

r

[
λ−

(
2M

r
γ − 2λ

)]2
or

2λ− M

r
γ =

M

r

[
λ−

(
2M

r
γ − 2λ

)]2
or

2λ− M

r
γ =

M

r

[
3λ− 2M

r
γ

]2
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or

2r

M
λ− γ =

[
3λ− 2M

r
γ

]2
= 9λ2 + 4

(
Mγ

r

)2

− 12
Mγ

r
λ

9λ2 − λ

(
12
Mγ

r
+

2r

M

)
+ 4

(
Mγ

r

)2

+ γ = 0. (A.29)

Solving this quadratic eq. forλ. The discriminant is

∆ ≡
(
12
Mγ

r
+

2r

M

)2

− 36

[
4

(
Mγ

r

)2

+ γ

]
= 12γ + 4

( r

M

)2
> 0.

So there are two positive real roots,λ1 andλ2

λ1 =
1

9

[
6
Mγ

r
+

r

M
−
√
3γ +

( r

M

)2]
> 0.

Note:λ1 > 0 because

6
Mγ

r
+

r

M
>

√
3γ +

( r

M

)2
λ2 =

1

9

[
6
Mγ

r
+

r

M
+

√
3γ +

( r

M

)2]
> 0.

Can we use bothλ1 andλ2?

We now show thatλ2 (the bigger root) must be ruled out because it cannot satisfy simultaneously the conditions

(A.28) and (A.26). To see this, supposeλ satisfy both (A.28) and (A.26). Then

−1

2

[
r

M
− 2λ−

√( r

M
− 2λ

)2
+ 4(γ − λ2)

]
= η = 2

(
Mγ

r
− λ

)

i.e.

−1

2

[
r

M
− 2λ−

√( r

M

)2
+ 4(γ − rλ

M
)

]
= η = 2

(
Mγ

r
− λ

)
.

Then

6λ− 4Mγ

r
=

r

M
−
√( r

M

)2
+ 4(γ − rλ

M
). (A.30)

Recall the restriction that (see eq. (38)):

λ <
Mγ

r
.

Therefore the right hand side of (A.30) is negative.
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This in turn implies that

6λ− 4Mγ

r
< 0

i.e

λ <
2

3

(
Mγ

r

)
. (A.31)

So the rootλ2 would be admissible only if

1

9

[
6
Mγ

r
+

r

M
+

√
3γ +

( r

M

)2]
<

(
2

3

)
Mγ

r

i.e only if
r

M
+

√
3γ +

( r

M

)2
< 0.

But this inequality cannot be satisfied given thatγ > 0.

Therefore the only admissible root isλ1, i.e., the Nash equilibrium is unique.

Having foundλ∗i , the associatedη∗i is

η∗i = −1

2

[
r

M
− 2λ∗i −

√( r

M
− 2λ∗i

)2
+ 4γ − 4(λ∗i )

2

]
.

Note thatη∗i > 0 iff

γ > (λ∗i )
2.

Since we require thatη∗i > 0 (to ensure thatY > 0), we will impose the restrictionγ > (λ∗i )
2 for a Nash equilibrium.

Making use of (A.28) we get

η∗i = 2

(
Mγ

r
− λ∗i

)
> 0.

Before calculatingδ∗ andσ∗ let us state an important lemma:

LEMMA 1

µ∗
I(λ

∗
i ) + λ∗i =

1

2
(µ∗

X(η∗i )− η∗i ) < 0

Proof

µI + λ∗ =
1

2

[
r

M
−
√( r

M
− 2λ∗

)2
+ 4(γ − λ∗2)

]
while

1

2
(µ∗

X(η∗i )− η∗i ) =
1

2

[
r

M
−
√( r

M

)2
+

2rη∗

M

]
The two RHS expressions are equal because

η∗i = 2

(
Mγ

r
− λ∗i

)
.
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QED.

From eq.δ = 1
2 (A− σ − β∗

X(σ, η)), we get

2δ −A+ σ − (A− σ)

[
η − µ∗

X

η − µ∗
X + 2r

M

]
= 0. (A.32)

From eq.σ = −β∗
I , we get

σ − (A− δ)
2(µ∗

I + λ)

2(µ∗
I + λ)− (2r/M)

= 0.

Using Lemma 1, the above equation becomes

σ − (A− δ)

[
η − µ∗

X

η − µ∗
X + 2r

M

]
= 0. (A.33)

Define

Q = z(η∗) =

[
η − µ∗

X

η − µ∗
X + 2r

M

]
Note that0 < Q < 1. Then the system of eq.s (A.32) and (A.33) becomes[

2 1 +Q

Q 1

][
δ

σ

]
=

[
A(1 +Q)

AQ

]

Then

δ∗ =
A(1 +Q)(1−Q)

2−Q(1 +Q)
(A.34)

σ∗ =
AQ(1−Q)

2−Q(1 +Q)
(A.35)

This implies that

2δ∗ −A = σ∗.

A.3 Proof of linear relationship betweenδ∗ and λ∗

We must prove that for the smaller root,λ1, the following equation holds:δ∗ = λ∗Ar
γM .

We must show
A(1 +Q)(1−Q)

2−Q(1 +Q)
=
λ∗Ar

γM

i.e

(1−Q2)

(
1− λ∗r

γM

)
=
λ∗r

γM
(1−Q)

i.e

(1 +Q)

(
1− λ∗r

γM

)
=
λ∗r

γM
.
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We must show

(1 +Q)(γ − λ
r

M
) = λ

r

M
.

Now, let us compute1 +Q. Recall that

Q =

[
η − µ∗

X

η − µ∗
X + 2r

M

]
=

−2(µ∗
I(λ

∗
i ) + λ∗i )

−2(µ∗
I(λ

∗
i ) + λ∗i ) +

2r
M

where

−2(µ∗
I(λ

∗
i ) + λ∗i ) = − r

M
+

√( r

M
− 2λ∗

)2
+ 4(γ − λ∗2)

= − r

M
+

√( r

M

)2
+ 4(γ − λr

M
).

Thus

Q =

√(
r
M

)2
+ 4(γ − λr

M )− r
M√(

r
M

)2
+ 4(γ − λr

M ) + r
M

So we must show

2
[
(γ − λ

r

M
)
]√( r

M

)2
+ 4(γ − λr

M
) = λ

r

M

[√( r

M

)2
+ 4(γ − λr

M
) +

r

M

]

i.e [
2γ − 3λ

r

M

]√( r

M

)2
+ 4(γ − λr

M
) =

r2λ

M2
. (A.36)

Square both sides of (A.36)

(
2γ − 3λ

r

M

)2(( r

M

)2
+ 4(γ − λr

M
)

)
=
( r

M

)2(rλ
M

)2

.

Then we have[
4γ2 + 9λ2

( r

M

)2
− 12λγ

r

M

](( r

M

)2
+ 4(γ − λr

M
)

)
=
( r

M

)2(rλ
M

)2

.

Dividing both sides by(r/M)2, we get

[
4γ2

M2

r2
+ 9λ2 − 12λγ

M

r

](( r

M

)2
+ 4(γ − λr

M
)

)
=

(
rλ

M

)2

(A.37)

But 9λ2 − λ
(
12Mγ

r + 2r
M

)
+ 4

(
Mγ
r

)2
+ γ = 0 (eq. (A.29) above). Therefore

4γ2
M2

r2
+ 9λ2 − 12λγ

M

r
=

2rλ

M
− γ
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Then eq. (A.37) becomes (
2rλ

M
− γ

)(( r

M

)2
+ 4(γ − λr

M
)

)
=

(
rλ

M

)2

i.e.

−γ
( r

M

)2
− 4γ2 + 12γλ

r

M
+ 2λ

( r

M

)3
= 9

(
rλ

M

)2

.

Divide by (r/M)2

−γ − 4

(
γM

r

)2

+ 12λ
Mγ

r
+

2rλ

M
= 9λ2 (A.38)

which is true, by (A.29).

A.4 Proof that the FOC of the importing coalition acting as leader has a unique positive root

We have the FOC

3rG− [r(3η + r)− 2γ] r = 2G3/2.

Define

s = 2η + r.

ThenG = rs and the FOC becomes

r1/2
(
3s

2
+
r

2
+

2γ

r

)
= 2s3/2.

Squaring both sides, we get the equation

4s3 − 9r

4
s2 − 3r

(
r

2
+

2γ

r

)
s− r

(
r

2
+

2γ

r

)2

= 0.

Define

g(s) = 4s3 − 9r

4
s2 − 3r

(
r

2
+

2γ

r

)
s = s

[
4s2 − 9r

4
s− 3r

(
r

2
+

2γ

r

)]
.

Then we look for a value ofs such that

g(s) = r

(
r

2
+

2γ

r

)2

.

Graphing the LHS, we see it is a curve that goes through the origin, and cuts the horizontal axis at a positives1 and a

negatives2, wheres1 ands2 solve [
4s2 − 9r

4
s− 3r

(
r

2
+

2γ

r

)]
= 0.

Furthermore,g(s) → ∞ ass→ ∞. Sog(s) intersects the RHS (which is a horiontal line) at a unique values∗ > s1 >

0.
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A.5 Proof that the FOC of the oil cartel acting as leader has a unique positive root

We have the FOC

rF (λ) + 2λr2 − F (λ)
3
2 = 0.

Define the new variablez by

z = r +
4γ

r
− 4λ.

Then the FOC becomes

r1/2
[
z + r

2
+

2γ

r

]
z1/2 = z2.

Squaring both sides, we obtain the following cubic equation inz

4z3 − rz2 − 2r

(
4γ

r
+ r

)
z = r

(
4γ

r
+ r

)2

.

Next, findλ using the formula

λ =
1

4

[
r +

4γ

r
− z

]
.

Next, compute

F 1/2 =

√( r

M

)2
+ 4

(
γ − λr

M

)
.
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Table 1  Welfare Comparison by Time Discount Rate 

Example. 0 

(r=0.05) 

World welfare importer welfare exporter welfare 

Social planning 
983275.21

r

xM
 

Nash equilibrium 
832849.20

r

xM
 9442906.6

r

xM
 

8384.3  

Exporter 

Stackelberg 
712.18

r

xM
 9019.2

r

xM
 

810.15  

Importer 

Stackelberg 
99611.16

r

xM
 644777.13

r

xM
 

3213284.3  

Example. 1 

(r=0.01) 

Social planning 
8234.5

r

xM
 

Nash equilibrium 
7572.5

r

xM
 9188.1

r

xM
 

8384.3  

Exporter 

Stackelberg 
3768.5

r

xM
 33423.0

r

xM
 

0426.5  

Importer 

Stackelberg 
19396.5

r

xM
 7857.4

r

xM
 

40826.0  

Example.2 

(r=0.1) 

Social planning 
25.31

r

xM
 

Nash equilibrium 
215.28

r

xM
 4045.9

r

xM
 

810.18  

Exporter 

Stackelberg 
4781.25

r

xM
 4541.5

r

xM
 

024.20  

Importer 

Stackelberg 
949.21

r

xM
 061.16

r

xM
 

8878.5  

Example.3 

(r=0.001) 

Social planning 
62062.0

r

xM
 



Nash equilibrium 
61742.0

r

xM
 20605.0

r

xM
 

41137.0  

Exporter 

Stackelberg 
60658.0

r

xM
 0086861.0

r

xM
 

59786.0  

Importer 

Stackelberg 
60199.0

r

xM
 5911.0

r

xM
 

01089.0  
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